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A B S T R A C T

Green hydrogen from renewable sources can be blended with natural gas and serves as a potentially feasible
measure for contributing to the net zero energy sector. The time-varying nature of hydrogen injection,
influenced by stochastic renewable generations, can result in fluctuations in gas concentrations in the entire
network. It poses a potential threat to the secure regulation of integrated electricity and gas systems (IEGS).
For managing the operating condition and guaranteeing the security of IEGS during operation, a multi-period
operation framework with alternative gas (e.g., hydrogen) blending is developed. First, a convex gas security
range is derived using the Dutton method. Then, the multi-period operation framework is devised to mitigate
the impacts of alternative gas injection on gas security over the entire operational period. Both the dynamics
from gas composition and gas flow are modelled, accurately describing the real-time travel of alternative gas
concentrations. The dynamics in the gas mixture properties (e.g., relative density) are fully revealed with time-
varying gas concentrations. To tackle the high non-convexities in the optimization problem, second-order-cone
relaxation is well-tailored and firstly used in the case of varying gas compositions, making the motion equations
and advective transport equations more tractable. An advanced second-order-cone sequential programming is
devised to drive the relaxation tight more efficiently. Finally, our operation strategy is illustrated in IEEE
and Belgium Electricity and Gas Systems. Results indicate that hydrogen concentrations take about 12.5 h to
travel from the injection point to the end of the pipeline route in the Belgium gas system. By incorporating
this unique characteristic into the model, operational scheduling and dispatch in IEGS can be more practical
when integrating hydrogen in the future.
1. Introduction

Alternative gases, e.g., green hydrogen, produced from power-to-gas
(PTG) facilities using surplus renewable energy, present a promising so-
lution for low-carbon energy systems. Blending these gases with natural
gas in pipelines offers a means to transport them to meet diverse energy
demands [1,2]. Many countries have started their early trials for alter-
native gas blending projects. The UK’s ‘‘HyDeploy’’ project, launched
in 2017, successfully supplied hydrogen-mixed gas to over 100 homes
and 30 university buildings [3]. In 2019, China’s first commercial
demonstration project on hydrogen blending in Chaoyang safely ran
for one year with 10% hydrogen concentration [4]. Owing to the con-
siderable proportion of natural gas in the power generation structure
and increased PTG capacity, the interdependence between electricity
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and gas has led to the conceptualization of integrated electricity and
gas systems (IEGS) [5].

However, stochastic renewable energy generation introduces vari-
ability in alternative gas injection, causing fluctuations in gas com-
positions across the network. This poses great challenges to the se-
cure operation of IEGS. High hydrogen concentration alters the gross
calorific value of the gas mixture, impacting heat energy produced
during combustion, and potentially shortening the lifespan of gas ap-
pliances [6]. Additionally, varying hydrogen concentrations influence
physical properties such as relative density, leading to gas flow vari-
ations and potential linepack swings that increase the complexity of
gas system operation [7]. Therefore, ensuring gas composition remains
within a secure range is crucial for the safe operation of IEGS under
uncertain and distributed hydrogen injections.
https://doi.org/10.1016/j.apenergy.2024.124563
Received 20 February 2024; Received in revised form 3 July 2024; Accepted 19 Se
vailable online 5 October 2024 
306-2619/© 2024 Elsevier Ltd. All rights are reserved, including those for text and 
ptember 2024

data mining, AI training, and similar technologies. 
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So far, most previous research efforts are dedicated to tracking the
gas concentrations across the gas system with alternative gas injections.
For example, the steady-state simulation is carried out in [8] for
calculating the distribution of gas composition. The gas flow model
is formulated using algebraic equations and is solved by the Newton–
Raphson method. The IEGS and hydrogen blending are used to absorb
solar generations and their hydrogen production in [9]. Different sce-
narios are formed for uncertain solar installations, and the electrical
and gas networks are simulated sequentially to assess the impact of
hydrogen injections in different locations, while keeping the gas com-
position in a secured range. The probabilistic multi-energy flow model,
including electricity and hydrogen-blended natural gas, is established
in [10] considering multiple uncertainties. Jacobian matrix is formu-
lated for the steady-state multi-energy flow model, and the cumulant
method and Nataf transformation are applied to calculate the en-
ergy flow considering the uncertainty correlations. The simulation
model for hydrogen blended IEGS is further refined in [11], where
the compressibility factor of gas and friction factor of pipelines are
formulated in nonlinear form for better accuracy, but the simulation
also becomes more computationally burdensome. Using these simula-
tion models, [12] studies the impacts of different injection locations
and modes. It concludes that blending hydrogen in the upper pipeline
is better than downstream pipelines, and the concentrated hydrogen
blending strategy is better than the dispersed one. The reliability of hy-
drogen blended IEGS is studied in [13]. Though the optimization model
is formulated, the hydrogen blending ratio is assumed to be constant,
which cannot be adjusted with renewable generations or according to
gas security. Despite that these studies significantly contribute to the
basic steady-state gas flow modelling with variant gas composition,
they only solve algebra equations to simulate the impact of hydro-
gen injection. In other words, they often lack active and quantitative
measures for maintaining system security in the face of violations of
physical conditions or gas security.

Recently, some optimization-oriented studies have emerged and try
to address this gap by investigating optimal operation strategies for
IEGS with varying gas compositions. These studies with active decision-
making can help the system operator to improve the cost-benefits and
securities under alternative gas injections. A coordinated optimal oper-
ation framework of IEGS considering gas composition tracking is firstly
developed in [14]. Inevitably it faces the challenge of nonlinearities
due to the introduction of variant gas composition. A general nonlinear
solver is used for the solution, but the computation efficiency and
credibility cannot be guaranteed. Moreover, the optimal energy flow
of power and gas systems is implemented separately, so the global
optimality can be undermined. A distributionally robust optimization
framework is introduced in this problem to handle the wind uncertain-
ties in [15], but the nonlinear impacts of varying gas composition on
gas physical properties are neglected. To tackle the nonlinearity and
nonconvextity problem in the steady-state hydrogen-gas optimization,
advanced sequential programming is introduced in [16]. The nonlinear
gas security indices, such as the Wobbe index, are also linearized as
well. However, the gas flow direction is usually prespecified to avoid
introducing integer variables. A mixed integer linear programming
optimization framework is proposed in [17] to explore the additional
flexibility of the gas system during power system scheduling. A unified
modelling approach for gas flow dynamics is proposed in [18] and
demonstrates that it can use linepack more accurately than relaxation-
based approaches. Different solution approaches, including polyhedral
envelope, piecewise linearization, and iterative-based methods for solv-
ing multi-period gas system operation problems are compared in [19].
The steady-state, quasi-dynamic, and full dynamic models and solution
methods are fully reviewed in [20], which build a comprehensive
knowledge base for modelling our gas flow dynamics with varying
gas compositions. The flexibility provided by linepack, with hydrogen

injections, is quantified in [21]. Based on these models, the impacts of
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short-term and long-term reliabilities, and resilience, are quantitatively
explored in [22–24], respectively.

A common drawback of the aforementioned studies is that their
optimization models are formulated on a steady-state basis, while
overlooking the dynamics inherent in gas systems. The intermittency
of renewable generations introduces fluctuations in hydrogen injections
and gas compositions during operation. Since the gas dynamics are far
slower than the electricity system, it will be inaccurate to ignore the
gas dynamics if the optimization model is applied to the operational
horizon. There are two types of dynamics in gas systems. The first
is the gas flow dynamics, which can serve as a flexible resource in
IEGS operation and scheduling scenarios [25,26]. The second type, gas
composition dynamics, stands out as unique to gas systems featuring
varying gas compositions. It describes how a certain gas content travels
across the gas network. For instance, if hydrogen is injected at the inlet
of a pipeline, it will take some time to be gradually transported to the
outlet, resulting in a period during which the gas concentration at the
outlet remains unchanged.

It is pivotal to understand these two dynamic features in the optimal
operation of IEGS, especially in scenarios involving alternative gas
injections. Although the modelling of gas flow dynamics has been well
incorporated into the power system operation using finite difference
schemes [26,27], finite volume schemes [28,29], and analytical meth-
ods [30,31], these methods can only be applied when the gas composi-
tion is constant. The temporal and spatial evolution of gas composition
must be considered to accurately capture the system’s response to
changes introduced at various points within the network. Gas composi-
tion dynamics can be mathematically modelled by a group of nonlinear
partial derivative equations (PDEs). Incorporating these terms will
make the optimization model non-convex and time-interdependent. It
not only increases the computation burden dramatically, but also makes
the problem intractable. Moreover, the travel of gas composition brings
inconsistency to the relative density, heat value, etc. of the gas mixture,
which also brings high nonconvexities to the gas flow equations as
well. Due to the above reasons, though the gas composition dynamics
have been studied in traditional gas network simulations [32–34], it
has seldom been incorporated in the coordinated optimal operation
of IEGS. The coordinated operation model and solution of electric-
ity and hydrogen-gas system is introduced in [35], but the linear
approximation is used for convexification.

In summary, the optimization of IEGS operation with variant hy-
drogen injection is still at the early stage, especially with the presence
of both gas flow and gas composition dynamics. The multi-period
optimization framework for this problem is unclear, and there is merely
a tractable and highly efficient solution method to this optimization
problem due to the large-scale variables, time-interdependency, and
various forms of nonlinearities and noncovexities both in the physical
laws and gas security regulations. To address these research gaps, this
paper develops the multi-period coordinated operation scheme in IEGS
with the blending of various alternative gases, specifically considering
dynamics in the gas concentration. The key contributions of this work
are:

(i) A multi-period optimal energy flow (MPOEF) scheme of IEGS
with hydrogen blending considering the gas composition dy-
namics is proposed. Compared with the previous optimal energy
flow models in IEGS considering gas flow dynamics [27,30,31],
our proposed model can be applied to variant gas composition
scenarios. Compared with previous steady-state gas composition
tracking models (e.g., [14,15], etc.): (1) This model accurately
characterizes the real-time travel of alternative gas concentra-
tions across the gas network, modelling both gas flow and gas
composition dynamics. (2) It introduces variables to represent
the dynamics in physical properties, comprehensively revealing

and controlling the impacts of hydrogen at the nodal scale.
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Fig. 1. Schematic diagram of integrated electricity and gas systems with hydrogen
blending.

(3) The concept of linepack energy is introduced to set termi-
nal conditions, enhancing gas system flexibility against fluctu-
ating hydrogen injections while maintaining end-of-operation
robustness.

(ii) The convex gas security range is proposed based on various
indices (such as the Wobbe index (WI)). Compared with the tra-
ditional Dutton method [36], it can (1) guarantee the convexity
of the MPOEF problem by linearizing the security constraints;
(2) better control the combustion security of the IEGS in the
hydrogen blending scenario by introducing the new flame speed
(FS) index.

(iii) A tractable solution method for the highly non-convex MPOEF
problem is proposed. To the best of our knowledge, the second-
order cone (SOC) reformulation is tailored for the first time in
this paper to convexify the discretized motion and advective
transport PDEs in the presence of varying gas compositions.
It can fully utilize the second-order information of these con-
straints to improve computation efficiency. Advanced sequential
SOC programming with adaptive penalty factors also ensures
convergence and optimality.

2. Convex gas security range

The structure of the IEGS with hydrogen blending is illustrated
in Fig. 1. Comprising two layers, the electricity system includes con-
ventional fossil units (using non-gas fuels to generate electricity), re-
newable generators, and gas-fired power plants (GPP) to generate
electricity. The gas system relies on gas sources and power-to-gas (PTG)
facilities for natural gas, hydrogen, and methane. These gases will
be mixed at hydrogen injection points, and then transported to meet
diverse gas demands.

To guarantee the security of gas system components, gas security
requirements must be adhered to. Gas compositions may vary across
the network due to different gas sources and PTGs. The Dutton method
is employed to define a convex gas security range, widely used in
regions such as the UK and Australia, as depicted in Fig. 2 [37].
Gas security is constrained by indices including the WI, incomplete
combustion factor (ICF), and soot index (SI) [38]. The Dutton method,
however, becomes nonconvex when projected onto the plane formed by
the concentrations of different gas components, which may cause the
following optimization problem intractable, as depicted in Fig. 2. To
address this, we formulate a convex gas security range by linearizing
gas security indices, as in ((1)–(4).

The flame speed factor describes the approximate maximum veloc-
ity with which a flame can travel in any gas-air mixture. Hydrogen has
3 
about seven times higher flame speed than natural gas. This means,
when hydrogen is ignited, the front of the flame may travel back
reversely, causing severe safety problems [39]. Therefore, it is crucial
to control the hydrogen fraction in the natural gas to restrain the flame
speed within an acceptable range. FS is additionally introduced to the
Dutton method here. An assumption (which has been validated by
practice) is made that, the maximum flame velocity of a gas mixture
can be regarded as a linear function of each gas component. This leads
to the flame speed calculation formulation in (4) [40]:

H =
{

𝝓𝑖,𝑘 | 𝑊 𝐼𝑚𝑖𝑛 ≤ 𝑊 𝐼𝑖,𝑘; 𝐼𝐶𝐹𝑖,𝑘 ≤ 𝐼𝐶𝐹𝑚𝑎𝑥;𝑆𝐼𝑖,𝑘 ≤ 𝑆𝐼𝑚𝑎𝑥;

𝐹𝑆𝑖,𝑘 ≤ 𝐹𝑆𝑚𝑎𝑥𝑖,𝑘 ; 𝟎 ≤ 𝝓𝑖,𝑘 ≤ 𝟏;
}

,∀𝑖 ∈ ,∀𝑘 ∈  (1)

𝑊 𝐼𝑖,𝑘 = 𝐻𝑉𝑖,𝑘∕
(

(𝑆𝑛𝑔)
1
2 + (𝑆𝑛𝑔)−

1
2 𝑆𝑖,𝑘

)

(2)

𝐼𝐶𝐹𝑖,𝑘 = (𝑊 𝐼𝑖,𝑘 − 50.73 + 0.03𝜙𝑛𝑝𝑖,𝑘)∕1.56 − 0.01𝜙ℎ𝑦𝑖,𝑘 (3)

𝑆𝐼𝑖 = 0.896𝑡𝑎𝑛−1(0.0255𝜙𝑝𝑟𝑖,𝑘 − 0.0233𝜙𝑛𝑖𝑖,𝑘 − 0.0091𝜙ℎ𝑦𝑖,𝑘 + 0.617)

𝐹𝑆𝑖,𝑘 =
∑

𝑛∈
𝜙𝑖,𝑘,𝑛𝑓𝑠𝑛 (4)

where H is the gas security range in the normal condition; 𝝓𝑖,𝑘 is the
set of gas compositions at node 𝑖 at time 𝑘; 𝜙ℎ𝑦𝑖,𝑘, 𝜙

𝑝𝑟
𝑖,𝑘, and 𝜙𝑛𝑖𝑖,𝑘 are the

concentrations of hydrogen, propane, and nitrogen, respectively; 𝑊 𝐼𝑖,𝑘,
𝐼𝐶𝐹𝑖,𝑘, 𝑆𝐼𝑖,𝑘, 𝐹𝑆𝑖,𝑘, 𝐻𝑉𝑖,𝑘, and 𝑆𝑖,𝑘 are the WI, ICF, SI, FS, heat value,
and relative density of the gas mixture at node 𝑖 in time 𝑘, respectively;
𝑆𝑛𝑔 is the relative density of natural gas; 𝑊 𝐼𝑚𝑖𝑛 is the minimum value
of WI; 𝐼𝐶𝐹𝑚𝑎𝑥, 𝑆𝐼𝑚𝑎𝑥, and 𝐹𝑆𝑚𝑎𝑥 are the maximum values of ICF,
SI, and FS, respectively;  and  are the sets of nodes and times,
respectively; 𝑓𝑠𝑛 is the flame speed of gas component 𝑛 in the fuel–air
mixture.

The nodal heat value and relative density depend on the nodal gas
composition, which can be calculated as:

𝐻𝑉𝑖,𝑘 =
∑

𝑛∈
𝐻𝑉𝑛𝜙𝑖,𝑘,𝑛 (5)

𝑆𝑖,𝑘 =
∑

𝑛∈
𝑀𝑛𝜙𝑖,𝑘,𝑛∕𝑀𝑎𝑖𝑟 (6)

where  is the set of gas components; 𝐻𝑉𝑛 and 𝑀𝑛 are the heat value
and molecular weight of component 𝑛 relative to air, respectively; 𝜙𝑖,𝑘,𝑛
is the concentration of component 𝑛.

3. MPOEF model

When the renewable generation fluctuates, the alternative gas injec-
tion will also fluctuate, which may cause the gas compositions to violate
the secure range. The MPOEF model is then developed to accommodate
the alternative gas injection securely. MPOEF aims to minimize the
total cost 𝐶𝑇 over the operational horizon, by changing the real-time
operation status of gas sources, PTGs, GPPs, conventional fossil units,
renewable generations, etc., as shown below:

𝐶𝑇 =
∑

𝑘∈

(

∑

𝑖∈

∑

𝑙∈𝑐𝑝𝑝𝑖

𝑐𝑠𝑡𝑖,𝑙(𝑔
𝑐𝑝𝑝
𝑖,𝑙,𝑘) +

∑

𝑖∈

∑

𝑙∈𝑠
𝜇𝑠𝑖,𝑙𝑄

𝑠
𝑖,𝑙,𝑘

)

(7)

where  is the set of gas nodes; 𝑐𝑝𝑝𝑖 and 𝑠𝑖 are the sets of conventional
fossil units and gas well at node 𝑖, respectively; 𝑔𝑐𝑝𝑝𝑖,𝑙,𝑘 is the electricity
generation of conventional fossil unit 𝑙 at node 𝑖 in time 𝑘; 𝑄𝑠𝑖,𝑙,𝑘 is the
gas production of gas source 𝑙 at node 𝑖 at time 𝑘; 𝑐𝑠𝑡𝑖,𝑙 is the cost of
conventional fossil unit 𝑙 at node 𝑖; 𝜇𝑠𝑖,𝑙 is the unit gas price.

In the following subsections, the constraints of the MPOEF problem
will be modelled in detail.
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Fig. 2. Security ranges for gas composition using Dutton diagram.
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3.1. Model of gas system

3.1.1. Model of the gas system dynamics
In a horizontal and isothermal pipeline, the gas mixture flow is

governed by the following three sets of PDEs, i.e., continuity, motion,
and advective transport equation [41,42]. We use the finite difference
scheme to discretize these PDEs. Specific derivations can be found in
Appendix A.

𝐴𝑖𝑗
𝜌0

𝛥𝜌𝑡𝑖𝑗,𝑠,𝑘
𝛥𝑡

+
𝛥𝑄𝑥𝑖𝑗,𝑠,𝑘
𝛥𝑥

= 0 (8)

𝛥𝑝𝑥𝑖𝑗,𝑠,𝑘
𝛥𝑥

+
𝜌0
𝐴𝑖𝑗

𝛥𝑄𝑡𝑖𝑗,𝑠,𝑘
𝛥𝑡

+ 𝛾𝑖𝑗𝛩2
𝑄

2
𝑖𝑗,𝑠,𝑘

𝜌𝑖𝑗,𝑠,𝑘
= 0 (9)

𝛥𝜙𝑡𝑖𝑗,𝑠,𝑘,𝑛
𝛥𝑡

+
𝜌0
𝐴𝑖𝑗

𝑄𝑖𝑗,𝑠,𝑘
𝜌𝑖𝑗,𝑠,𝑘

𝛥𝜙𝑥𝑖𝑗,𝑠,𝑘,𝑛
𝛥𝑥

= 0,

𝑖𝑗 ∈  , 𝑠 ∈  , 𝑘 ∈ , 𝑛 ∈  (10)

here 𝛥𝜌𝑡𝑖𝑗,𝑠,𝑘, 𝛥𝑄
𝑡
𝑖𝑗,𝑠,𝑘, and 𝛥𝜙𝑡𝑖𝑗,𝑠,𝑘,𝑛 are the discretized terms of gas

ensity, gas flow, and gas composition in the segment 𝑠 of pipeline
𝑗 (the pipeline that connects gas bus 𝑖 and 𝑗) at time 𝑘 over the
ime dimension, respectively; 𝛥𝑝𝑥𝑖𝑗,𝑠,𝑘, 𝛥𝑄

𝑥
𝑖𝑗,𝑠,𝑘, and 𝛥𝜙𝑥𝑖𝑗,𝑠,𝑘,𝑛 are the

iscretized terms of gas pressure, gas flow, and gas composition in the
egment 𝑠 of pipeline 𝑖𝑗 at time 𝑘 over the space dimension; 𝑄𝑖𝑗,𝑠,𝑘 and
𝜌𝑖𝑗,𝑠,𝑘 are the average value of gas flow and gas density in segment 𝑠 in
ipline 𝑖𝑗 at time 𝑘; 𝐴𝑖𝑗 is the cross-section area of the pipeline 𝑖𝑗; 𝜌0

is the gas density of the pure natural gas in the standard temperature
and pressure condition; 𝛩2

𝑖𝑗 =
8𝑓𝑖𝑗𝜌20
𝜋2𝐷5

𝑖𝑗
, where 𝑓𝑖𝑗 and 𝐷𝑖𝑗 are the Fanning

oefficient and diameter of pipeline 𝑖𝑗, respectively [43];  is the set
f gas pipelines;  is the set of pipeline segments;  and  are the sets

of time steps during the operation and gas compositions, respectively;
𝛥𝑡 and 𝛥𝑥 are the temporal and spatial resolutions, respectively; 𝛾𝑖𝑗 =
𝑠𝑔𝑛(𝑄𝑖𝑗 |𝑡=0) is the gas flow direction at 𝑡 = 0; 𝑠𝑔𝑛(⋅) is the signum
function.

When the gas composition changes, we assume the temperature
remains stable. This is a reasonable assumption and widely used for
hydrogen blending studies if we assume: (1) There is no phase transfor-
mation or chemical reaction between natural gas and hydrogen during
the mixing process; (2) Gas pressures at the pipeline connection point
(where the gas mixing happens) are the same; (3) No heat exchange
between the gas in the pipelines and the environment outside the
pipelines. With these assumptions, according to the ideal gas law, even
if the gas composition changes dynamically, we can still assume the
temperature does not change during the gas mixing. Then, according
to the state equation of gas, the density and pressure of the gas should
obey:

𝑝 = 𝑧 𝑟 𝑇 𝜌 (11)
𝑖𝑗,𝑠,𝑘 𝑖𝑗,𝑠,𝑘 𝑖𝑗,𝑠,𝑘 0 𝑖𝑗,𝑠,𝑘

4 
where 𝑧𝑖𝑗,𝑠,𝑘, 𝑟𝑖𝑗,𝑠,𝑘, and 𝜌𝑖𝑗,𝑠,𝑘 are the compressibility factor, gas con-
stant, and gas density at segment 𝑠 in pipeline 𝑖𝑗 in time 𝑘, respectively;
𝑇0 is the temperature of the gas mixture.

Different from the traditional gas system model with uniform gas
concentration, the gas constant here is a variable depending on the gas
composition:

𝑟𝑖𝑗,𝑠,𝑘 =
∑

𝑛∈
𝜙𝑖𝑗,𝑠,𝑘,𝑛𝑅𝑛 (12)

where 𝜙𝑖𝑗,𝑠,𝑘,𝑛 is the gas composition of gas component 𝑛; 𝑅𝑛 is the gas
constant of gas component 𝑛.

3.1.2. Initial, boundary, and terminal conditions
Firstly, initial and boundary conditions need to be specified. The

initial condition is the state of gas system when 𝑡 = 0 (i.e., 𝑝𝑖𝑗,𝑠,1 =
𝑝̂𝑖𝑗,𝑠, 𝑄𝑖𝑗,𝑠,1 = 𝑞𝑖𝑗,𝑠, 𝜙𝑖𝑗,𝑠,1,𝑛 = 𝜙̂𝑖𝑗,𝑠,𝑛, where 𝑝̂𝑖𝑗,𝑠, 𝑞𝑖𝑗,𝑠, and 𝜙̂𝑖𝑗,𝑠 can be
alculated according to [16]).

The boundary conditions of the pipeline are determined by the
ipelines and components that it connects with. Eq. (13) and (14)
how the consistency of gas pressure at pipeline connecting points.
q. (15) describes the nodal gas conservation for each gas component.
qs. (16) and (17) describe that the gas compositions of pipelines at
he connection point should be the same.

𝑖𝑗,1,𝑘 = 𝑝𝑖,𝑘 = 𝑝𝑖𝑗′ ,1,𝑘,∀𝑗′ ∈ 𝑖 (13)

𝑖𝑗,𝑆,𝑘 = 𝑝𝑗,𝑘 = 𝑝𝑖′𝑗,𝑆,𝑘,∀𝑖′ ∈ 𝑗 (14)
∑

𝑙∈𝑠𝑖

𝑄𝑠𝑖,𝑙,𝑘,𝑛 −𝑄
𝑑
𝑖,𝑘,𝑛 +

∑

𝑙∈𝑝𝑡𝑔𝑖

𝑄𝑝𝑡𝑔𝑖,𝑙,𝑘,𝑛 −
∑

𝑙∈𝑔𝑝𝑝𝑖

𝑄𝑔𝑝𝑝𝑖,𝑙,𝑘,𝑛

−
∑

𝑗∈𝑖

𝑄𝑖𝑗,1,𝑘,𝑛 = 0,∀𝑛 ∈  (15)

(𝛾𝑖𝑗 + 1)𝜙𝑖𝑗,1,𝑘,𝑛 = (𝛾𝑖𝑗 + 1)𝜙𝑖,𝑘,𝑛,∀𝑛 ∈  (16)

(𝛾𝑖𝑗 − 1)𝜙𝑖𝑗,𝑆,𝑘,𝑛 = (𝛾𝑖𝑗 − 1)𝜙𝑗,𝑘,𝑛,∀𝑛 ∈  (17)

where 𝑝𝑖𝑗,1,𝑘 and 𝑝𝑖𝑗,𝑆,𝑘 represents the gas pressure at the 1st and 𝑆𝑡ℎ
segments in pipeline 𝑖𝑗 in time 𝑘, respectively; 𝑝𝑖,𝑘 is the nodal pressure
at node 𝑖 in time 𝑘; 𝑖 and 𝑗 are the sets of nodes connect with
node 𝑖 and node 𝑗, respectively; 𝑄𝑑𝑖,𝑘,𝑛 is the demand of gas component
𝑛 at node 𝑖; 𝑔𝑝𝑝𝑖 and 𝑝𝑡𝑔𝑖 are the set of GPPs and PTGs at node 𝑖,
respectively; 𝑄𝑔𝑝𝑝𝑖,𝑙,𝑘,𝑛 is the gas consumption from GPP 𝑙 in node 𝑖 in time
𝑘; 𝑄𝑝𝑡𝑔𝑖,𝑙,𝑘,𝑛 are the gas production of PTG 𝑙 at node 𝑖 in time 𝑘; 𝜙𝑖𝑗,1,𝑘,𝑛
and 𝜙𝑖𝑗,𝑆,𝑘,𝑛 are the gas composition of gas component 𝑛 at the 1st and
𝑆𝑡ℎ segments in pipeline 𝑖𝑗, respectively; 𝜙𝑖,𝑘,𝑛 is the gas composition at
node 𝑖 in time 𝑘.

Since the gas system operates continuously, it is essential to guar-
antee the terminal state of the gas system should not deviate too much
from the initial states. Otherwise, the gas system will be vulnerable
and cannot maintain its flexibility to withstand future risks. In the
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traditional gas system with constant gas composition, the volume of
the linepack is usually used as the terminal condition of the gas system
control problems [44]. However, when the gas composition is varying,
the energy contained in the same volume of gas may be different.
Therefore, there we extend the linepack volume into linepack energy,
which should be maintained over a certain level at the end of the
MPOEF:

𝜁𝑖𝑗,𝑘 = 𝐴𝑖𝑗∕𝜌0
∑

𝑠∈

∑

𝑛∈
𝐻𝑉𝑛𝜌𝑖𝑗,𝑠,𝑘𝜙𝑖𝑗,𝑠,𝑘,𝑛𝛥𝑥𝑖𝑗 (18)

𝜁𝑖𝑗,𝐾 ≥ (1 − 𝛽𝑙𝑝)𝜁𝑖𝑗,0 (19)

where 𝜁𝑖𝑗,𝑘 is the linepack energy at time 𝑘; 𝛽𝑙𝑝 is the threshold
coefficient, which is set to maintain the level of linepack energy; 𝐾
is the total time steps.

3.1.3. Models of the gas demand and gas source
Considering that gas demand primarily entails combustion, the heat

energy associated with the gas demand should remain consistent de-
spite variations in gas compositions. Additionally, the gas composition
at a specific node should match the gas composition of the gas demand
at that node. Therefore, we have:

𝐻𝑉 𝑛𝑔𝑞𝑑,𝑛𝑔𝑖,𝑘 =
∑

𝑛∈
𝑄𝑑𝑖,𝑘,𝑛𝐻𝑉𝑛, 𝑞

𝑑
𝑖,𝑘,𝑛 ≥ 0 (20)

𝑄𝑑𝑖,𝑘,𝑛 = 𝜙𝑖,𝑘,𝑛
∑

𝑛∈
𝑄𝑑𝑖,𝑘,𝑛 (21)

where 𝐻𝑉 𝑛𝑔 is the heat value of natural gas; 𝑄𝑑,𝑛𝑔𝑖,𝑘 is the original gas
demand in natural gas flow rate in time 𝑘.

Considering the different gas concentrations of gas sources, it can
be modelled as:

𝑄𝑠𝑖,𝑙,𝑘,𝑛 = 𝜙𝑠𝑖,𝑙,𝑛𝑄
𝑠
𝑖,𝑙,𝑘,

∑

𝑛∈
𝜙𝑠𝑖,𝑙,𝑘,𝑛 = 1, (22)

𝑄𝑠,𝑚𝑖𝑛𝑖,𝑙 ≤ 𝑄𝑠𝑖,𝑙,𝑘 ≤ 𝑄𝑠,𝑚𝑎𝑥𝑖,𝑙 (23)

where 𝜙𝑠𝑖,𝑙,𝑛 is the concentration of the component 𝑛 of gas source 𝑙 at
node 𝑖; 𝑞𝑠,𝑚𝑎𝑥𝑖,𝑙 and 𝑞𝑠,𝑚𝑖𝑛𝑖,𝑙 are the maximum and minimum values of the
gas supply, respectively.

3.1.4. Model of gas network
The gas at a node comes from the upper stream components (i.e., up-

stream pipelines, natural gas sources, PTGs). These gases may have
different gas compositions. They will be mixed uniformly at this gas
node, and flow to downstream components (i.e., downstream pipelines,
gas loads, GPPs). To model this process, we calculate the total gas
injection into gas node 𝑖 of each/all component(s) 𝑄𝑖𝑛𝑖,𝑘,𝑛/𝑄

𝑖𝑛
𝑖,𝑘:

𝑄𝑖𝑛𝑖,𝑘,𝑛 =
∑

𝑗∈𝑖

(1 − 𝛾𝑖𝑗 )
2

𝑄𝑖𝑗,1,𝑘,𝑛 +
∑

𝑗∈𝑖

(1 + 𝛾𝑗𝑖)
2

𝑄𝑖𝑗,𝑆,𝑘,𝑛 +
∑

𝑙∈𝑠𝑖

𝑄𝑠𝑖,𝑙,𝑘,𝑛

+
∑

𝑙∈𝑝𝑡𝑔𝑖

𝑄𝑝𝑡𝑔𝑖,𝑙,𝑘,𝑛 (24)

𝑄𝑖𝑛𝑖,𝑘 =
∑

𝑛∈
𝑄𝑖𝑛𝑖,𝑘,𝑛 (25)

Then, we have:

𝜙𝑖,𝑘,𝑛 = 𝑄𝑖𝑛𝑖,𝑘,𝑛∕𝑄
𝑖𝑛
𝑖,𝑘, (26)

3.1.5. Other trivial constraints
Besides the above constraints, there are other trivial constraints

required for the gas system to solve the MPOEF problem:

𝑄𝑖𝑗,𝑠,𝑘 =
∑

𝑛∈
𝑄𝑖𝑗,𝑠,𝑘,𝑛 (27)

|𝑄𝑖𝑗,𝑠,𝑘| ≤ 𝑄𝑚𝑎𝑥𝑖𝑗 (28)

𝑝𝑚𝑖𝑛 ≤ 𝑝 ≤ 𝑝𝑚𝑎𝑥 (29)
𝑖𝑗 𝑖𝑗,𝑠,𝑘 𝑖𝑗 o
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𝜙𝑖𝑗,𝑠,𝑘
∑

𝑛∈
𝑄𝑖𝑗,𝑠,𝑘,𝑛 = 𝑄𝑖𝑗,𝑠,𝑘,𝑛 (30)

where 𝑄𝑚𝑎𝑥𝑖𝑗 is the transmission capacity of pipeline 𝑖𝑗; 𝑝𝑚𝑎𝑥𝑖𝑗 and 𝑝𝑚𝑖𝑛𝑖𝑗 are
boundaries for the gas pressure in pipeline 𝑖𝑗, respectively.

3.2. Model of coupling components

3.2.1. Power-to-gas facility
PTG facilities play a pivotal role in IEGS by converting surplus

renewable electricity into methane/hydrogen. It can be modelled as:

𝑔𝑝𝑡𝑔𝑖,𝑙,𝑘𝜂
𝑒
𝑖,𝑙 = 𝑄𝑚𝑒𝑖,𝑙,𝑘𝐻𝑉

𝑚𝑒∕𝜂𝑚𝑒𝑖,𝑙 +𝑄ℎ𝑦𝑖,𝑙,𝑘𝐻𝑉
ℎ𝑦 (31)

𝑄ℎ𝑦𝑖,𝑙 ≥ 0, 𝑄𝑚𝑒𝑖,𝑙 ≥ 0 (32)

0 ≤ 𝑔𝑝𝑡𝑔𝑖,𝑙,𝑘 ≤ 𝑔𝑝𝑡𝑔,𝑚𝑎𝑥𝑖,𝑙 (33)

where 𝑔𝑝𝑡𝑔𝑖,𝑙,𝑘 is the electricity demand of PTG 𝑙; 𝜂𝑒𝑖,𝑙 and 𝜂𝑚𝑒𝑖,𝑙 are the effi-
iencies of electrolysis and mathenation processes, respectively; 𝐻𝑉 ℎ𝑦

nd 𝐻𝑉 𝑚𝑒 are the heat values of hydrogen and methane, respectively;
ℎ𝑦
𝑖,𝑙,𝑘 and 𝑄𝑚𝑒𝑖,𝑙,𝑘 are the hydrogen and methane productions of PTG 𝑙 at
ode 𝑖 in time 𝑘, respectively; 𝑔𝑝𝑡𝑔,𝑚𝑎𝑥𝑖,𝑙 is the PTG capacity.

.2.2. Gas-fired power plants
The gas composition of the mixture consumed by GPP for electricity

eneration should align with the gas composition at the respective gas
ode. Thus, we have:

𝑔𝑝𝑝
𝑖,𝑙,𝑘 = 𝜂𝑔𝑝𝑝𝑖,𝑙

∑

𝑛∈
𝑄𝑔𝑝𝑝𝑖,𝑙,𝑘,𝑛𝐻𝑉𝑛, 𝑄

𝑔𝑝𝑝
𝑖,𝑙,𝑘,𝑛 ≥ 0 (34)

𝑔𝑝𝑝
𝑖,𝑙,𝑘,𝑛∕

∑

𝑛∈
𝑄𝑔𝑝𝑝𝑖,𝑙,𝑘,𝑛 = 𝜙𝑖,𝑘,𝑛 (35)

where 𝑔𝑔𝑝𝑝𝑖,𝑙,𝑘 and 𝜂𝑔𝑝𝑝𝑖,𝑙 are the power output and efficiency of the GPP 𝑙,
espectively; 𝑄𝑔𝑝𝑝𝑖,𝑙,𝑘,𝑛 is the consumption of gas component 𝑛 by the GPP.

.3. Model of the power system

In the transmission level energy system, the resistance of the power
ine is much smaller than the reactance and can be neglected. Without
acrificing accuracy, the DC model has higher computation efficiency
nd robustness, which has been widely used by the power system opera-
or for optimal dispatch, market clearing and unit commitment [45,46].
herefore, here we use the DC optimal power flow model [47]:
∑

∈𝑐𝑝𝑝𝑖

𝑔𝑐𝑝𝑝𝑖,𝑙,𝑘 +
∑

𝑙∈𝑔𝑝𝑝𝑖

𝑔𝑔𝑝𝑝𝑖,𝑙,𝑘 +
∑

𝑙∈𝑟𝑛𝑔𝑖

𝑔𝑟𝑛𝑔𝑖,𝑙,𝑘 −
∑

𝑙∈𝑝𝑡𝑔𝑖

𝑔𝑝𝑡𝑔𝑖,𝑙,𝑘

𝑔𝑑𝑖,𝑘 −
∑

𝑗∈𝑖

𝑔𝑖𝑗,𝑘 = 0 (36)

𝑖𝑗,𝑘 = (𝜃𝑖,𝑘 − 𝜃𝑗,𝑘)∕𝑋𝑖𝑗 (37)

𝑔𝑖𝑗,𝑘| ≤ 𝑔𝑚𝑎𝑥𝑖𝑗 (38)
𝑐𝑝𝑝,𝑚𝑖𝑛
𝑖,𝑙 ≤ 𝑔𝑐𝑝𝑝𝑖,𝑙,𝑘 ≤ 𝑔𝑐𝑝𝑝,𝑚𝑎𝑥𝑖,𝑙 (39)
𝑔𝑝𝑝,𝑚𝑖𝑛
𝑖,𝑙 ≤ 𝑔𝑔𝑝𝑝𝑖,𝑙,𝑘 ≤ 𝑔𝑔𝑝𝑝,𝑚𝑎𝑥𝑖,𝑙 (40)
𝑟𝑛𝑔,𝑚𝑖𝑛
𝑖,𝑙,𝑘 ≤ 𝑔𝑟𝑛𝑔𝑖,𝑙,𝑘 ≤ 𝑔𝑟𝑛𝑔,𝑚𝑎𝑥𝑖,𝑙,𝑘 (41)

here 𝑟𝑛𝑔𝑖 represents renewable generators at node 𝑖, and 𝑔𝑟𝑛𝑔𝑖,𝑙,𝑘 is its
ower output; 𝑔𝑑𝑖,𝑘 is the power demand at node 𝑖 in time 𝑘; 𝑔𝑖𝑗,𝑘 is
he electric power flow on branch 𝑖𝑗 in time 𝑘; 𝜃𝑖,𝑘 is the phase angle
f the voltage; 𝑋𝑖𝑗 is the reactance; 𝑔𝑚𝑎𝑥𝑖𝑗 is the transmission capacity;
𝑔𝑐𝑝𝑝,𝑚𝑎𝑥𝑖,𝑙 , 𝑔𝑐𝑝𝑝,𝑚𝑖𝑛𝑖,𝑙 , 𝑔𝑔𝑝𝑝,𝑚𝑎𝑥𝑖,𝑙 , 𝑔𝑔𝑝𝑝,𝑚𝑖𝑛𝑖,𝑙 , 𝑔𝑟𝑛𝑔,𝑚𝑎𝑥𝑖,𝑙 , and 𝑔𝑟𝑛𝑔,𝑚𝑖𝑛𝑖,𝑙 are the boundaries

f conventional fossil units, GPPs, and wind generations, respectively.
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4. Solution method

4.1. SOC reformulation of MPOEF problem

The nonconvexity of the above MPOEF lies in these three sets of
constraints: (1) the discretized form of the PDEs, such as the quadratic-
over-linear terms in (9) and (10). (2) the bilinear terms in the gas state
Eq. (11), gas composition limits for gas demands (21) and GPPs (35),
linepack terminal conditions (18), as well as the gas mixing Eqs. (26).

For the first nonconvexity regarding the gas flow dynamics, al-
though the SOC relaxation technique has been introduced to convexify
the gas flow equations with constant compositions [48], this technique
cannot be applied to our models with variant gas compositions. This
is because the gas constant 𝑟𝑖𝑗,𝑠,𝑘 can no longer be considered as a
constant, and thus the gas pressure and gas density do not hold a
simple linear relationship according to (11). To tackle this problem,
we develop the new SOC relaxation technique to convexity the gas
flow dynamics model. For conciseness, here we rewrite 𝑚𝑡ℎ discretized
motion Eqs. (9) or advective transport Eqs. (10) in a general form:

𝑐𝑚,ℎ
∑

ℎ∈
𝑥𝑚,ℎ𝑦𝑚,ℎ = 0 (42)

where ℎ and  are the index and set of all bilinear terms in the
equation. For instance, in discretized motion equations,  = {1, 2, 3},
and in discretized advective transport equation,  = {1, 2}; 𝑐𝑚,ℎ is the
coefficient of each bilinear term; 𝑥𝑚,ℎ and 𝑦𝑚,ℎ are the variables (such
as 𝜌𝑖𝑗,𝑠,𝑘, 𝛥𝑝𝑥𝑖𝑗,𝑠,𝑘, etc.).

Then, by introducing an auxiliary variable 𝜓𝑚,ℎ, it can be refor-
mulated and replaced by four constraints, including two SOC con-
straints and two linear constraints based on Taylor expansion, and the
derivation process is introduced in Appendix B:

𝑐𝑚,ℎ
∑

ℎ∈
(𝑥𝑚,ℎ + 𝑦𝑚,ℎ)2 ≤ 𝜓2

𝑚,ℎ (43)

𝑐𝑚,ℎ
∑

ℎ∈
(𝑥𝑚,ℎ − 𝑦𝑚,ℎ)2 ≤ 𝜓2

𝑚,ℎ (44)

𝑐𝑚,ℎ
∑

ℎ∈
(𝑥∗𝑚,ℎ + 𝑦

∗
𝑚,ℎ)

2 + 2(𝑥∗𝑚,ℎ + 𝑦
∗
𝑚,ℎ)

((𝑥𝑚,ℎ + 𝑦𝑚,ℎ) − (𝑥∗𝑚,ℎ + 𝑦
∗
𝑚,ℎ)) + 𝛿𝑚,ℎ ≥ 𝜓2

𝑚,ℎ (45)

𝑐𝑚,ℎ
∑

ℎ∈
(𝑥∗𝑚,ℎ − 𝑦

∗
𝑚,ℎ)

2 + 2(𝑥∗𝑚,ℎ − 𝑦
∗
𝑚,ℎ)

((𝑥𝑚,ℎ − 𝑦𝑚,ℎ) − (𝑥∗𝑚,ℎ − 𝑦
∗
𝑚,ℎ)) + 𝛿𝑚,ℎ ≥ 𝜓2

𝑚,ℎ (46)

where 𝑥∗𝑚,ℎ and 𝑦∗𝑚,ℎ are the reference values of 𝑥𝑚,ℎ and 𝑦𝑚,ℎ, re-
spectively; 𝜓𝑚,ℎ is the slack variable for the Taylor remainder. The
selection of reference values will be introduced in the next subsection
in the solution procedures. The specific reformulations of motion and
advective transport equations can be found in the Appendix C.

The bilinear term in (11) is now approximated as:

𝑝𝑖𝑗,𝑠,𝑘 = 𝑧𝑖𝑗,𝑠,𝑘𝑇0

(

𝑟∗𝑖𝑗,𝑠,𝑘𝜌
∗
𝑖𝑗,𝑠,𝑘 + 𝑟

∗
𝑖𝑗,𝑠,𝑘(𝜌𝑖𝑗,𝑠,𝑘

−𝜌∗𝑖𝑗,𝑠,𝑘) + (𝑟𝑖𝑗,𝑠,𝑘 − 𝑟∗𝑖𝑗,𝑠,𝑘)𝜌
∗
𝑖𝑗,𝑠,𝑘

)

+𝛿𝑒𝑠𝑖𝑗,𝑠,𝑘 (47)

where 𝛿𝑒𝑠𝑖𝑗,𝑠,𝑘 is the Taylor remainder of (47). It can also be incorpo-
rated into the framework of sequential programming. Other bilinear
constraints can be handled similarly.

4.2. Sequential SOC programming procedures

The basic idea of sequential programming is that, by controlling the
slack variables, the optimization problem can be convexified and solved
with some constraints violations initially, and then converged to the
optimum as iteration proceeds. The specific procedures are as follows:

Step 1: Set IEGS parameters and collect wind speed data. Initialize
𝑚𝑜,(0)
the length and time resolutions for PDEs. Initialize the penalty 𝛽 , o
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𝛽𝑎𝑡,(0), 𝛽𝑎𝑡,(0), 𝛽𝑒𝑠,(0), and 𝛽𝑟𝑒,(0), as well as their upper bounds 𝛽𝑚𝑜,𝑚𝑎𝑥,
𝑎𝑡,𝑚𝑎𝑥, 𝛽𝑒𝑠,𝑚𝑎𝑥, 𝛽𝑟𝑒,𝑚𝑎𝑥. Set the residual tolerance for the sequential
rogramming 𝜖.
Step 2: For each time 𝑘, given the wind speed, solve the steady-

tate-based optimal energy flow problem with alternative gas injections
ccording to [16]. Set the solutions at 𝑘 = 1 as the initial condition for
DEs. Set the solutions at each time 𝑘 as the initial reference values
or the sequential programming. Set the iteration index for sequential
rogramming 𝑣 = 1.
Step 3: In the 𝑣𝑡ℎ iteration, solve the following SOC programming

roblem by the given reference points:

in 𝑦(𝑣) = 𝐶𝑇 +
∑

𝑘∈

(

∑

(𝑖𝑗)∈

∑

𝑠∈

(

𝜆𝑚𝑜(𝜓𝑚𝑜𝑖𝑗,𝑠,𝑘)
2 + 𝛽𝑚𝑜,(𝑣)𝛿𝑚𝑜,(𝑣)𝑖𝑗,𝑠,𝑘

+ 𝛽𝑠𝑒,(𝑣)𝛿𝑠𝑒,(𝑣)𝑖𝑗,𝑠,𝑘

+
∑

𝑛∈
(𝜆𝑎𝑡(𝜓𝑎𝑡𝑖𝑗,𝑠,𝑘,𝑛)

2 + 𝛽𝑎𝑡,(𝑣)𝛿𝑎𝑡,(𝑣)𝑖𝑗,𝑠,𝑘,𝑛)
)

+
∑

𝑖∈

∑

𝑛∈
𝛽𝑟𝑒,(𝑣)𝛿𝑟𝑒,(𝑣)𝑖,𝑠,𝑛,𝑘

)

(48)

here 𝜆𝑚𝑜 and 𝜆𝑎𝑡 are the penalty coefficients for motion and advective
ransport equations, respectively. It subjects to: (11)–(47) and 𝝓𝑖,𝑘 ∈ H
as defined in Section 2). By solving the problem above, the solution in
𝑡ℎ iteration can be obtained.
Step 4: Check if all the state variables of the IEGS do not change

ompared with the last iteration, and if all the Taylor remainders
onverge to zero. For example:

𝑦(𝑣) − 𝑦(𝑣−1)|∕(𝑦(𝑣) + 𝑦(𝑣−1)) ≤ 𝜖 (49)
∑

∈

(

∑

(𝑖𝑗)∈

∑

𝑠∈

(

𝛿𝑚𝑜,(𝑣)𝑖𝑗,𝑠,𝑘 +
∑

𝑛∈
𝛿𝑎𝑡,(𝑣)𝑖𝑗,𝑠,𝑘,𝑛 + 𝛽

𝑠𝑒,(𝑣)𝛿𝑠𝑒,(𝑣)𝑖𝑗,𝑠,𝑘

)

+
∑

𝑖∈

∑

𝑛∈
𝛿𝑟𝑒,(𝑣)𝑖,𝑠,𝑛,𝑘

)

≤ 𝜖

(50)

f yes, end the sequential programming and output the solution as the
inal result. If no, set the solution in 𝑣𝑡ℎ iteration as the reference value.
pdate the penalty coefficients as follows (other penalty coefficients
an be updated similarly), and return to Step 3.

𝑚𝑜,(𝑣+1) = min
{

𝜗𝛽𝑚𝑜,(𝑣), 𝛽𝑚𝑜,𝑚𝑎𝑥
}

(51)

here 𝜗 is the multiplier for the penalty coefficients.

. Case studies

In the case study, we validate our MPOEF scheme and the corre-
ponding solution method by using IEEE 24 RTS [49] and the Belgium
as transmission system [50]. The Belgium gas system is selected for
alidation because it has similar annual gas demand, gas consumption
tructures, and gas network structures with other European countries.
herefore, the results and findings can be representative. Several mod-

fications are introduced, enhancing the representations of real-world
cenarios: (1) The two energy systems are interconnected based on the
opology illustrated in Fig. 3; (2) To align with the integrated nature
f the system, traditional generators (#1, 2, 5, 6, 9–11, and 16–20)
re replaced with GPPs. Refer to [49] for the original indices of these
enerators. (3) the generator #23 is replaced by an 800 MW wind farm;
4) PTG facilities have hydrogen production capacities of 2 Mm3∕day.
he detailed system data used in this paper can be found in [51]
enalty factors of motion equation and active transport equation are set
s 10, i.e., 𝜆𝑚𝑜 = 𝜆𝑎𝑡 = 10; The initial values of penalty coefficients for
aylor remainders are set as 1, i.e., 𝛽𝑚𝑜,(0) = 𝛽𝑠𝑒,(0) = 𝛽𝑎𝑡,(0) = 𝛽𝑟𝑒,(0) = 1;
he multiplier for penalty coefficient during each iteration 𝜗 = 2; Upper
ounds for penalty coefficients are set as 104; criterion for convergence
= 10−3. The simulation period is 24 h. The optimization is performed

n a Lenovo laptop.
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Fig. 3. IEGS test system.
Fig. 4. Accuracy of the solution method.
5.1. Validation of proposed solution method

5.1.1. Selections of time and length steps
Four scenarios S1-S4 are compared to determine the appropriate

time and length of steps for discretizing PDEs. In this case, the PTG
at gas node #8 is committed. we set the dispatchable capacity of the
renewable generators equals zero at 𝑡 = 0, i.e., 𝑔𝑟𝑛𝑔,𝑚𝑎𝑥𝑖,𝑙,𝑘 = 0, 𝑘 = 1,
and equals 800 MW after one hour, i.e., 𝑔𝑟𝑛𝑔,𝑚𝑎𝑥𝑖,𝑙,𝑘 = 800, 𝑘 = 3 (time
step is 1800 s). Then, the initial condition of the gas system variables
(including gas pressure, gas flow, etc.) at 𝑡 = 0 is determined by
implementing steady-state optimal energy flow of IEGS with hydrogen
injection using the method described in [16]. The boundary conditions
are set according to Section 3.1.2. The settings of the four scenarios are
7 
marked in Fig. 5. The computation times for these four scenarios are
35.88, 29.82, 22.13, and 12.32 s, respectively.

We take S1 as the baseline. As we can see, with the increase in the
length step, the relative error increases. The error in S2 is relatively
small, and the average value is 5.30 × 10−4 during the whole transient
process. However, as the length step increases to 50000 m, the mean
relative error increases to 0.18%, and conviction oscillations occur.
We also observed that the maximum error occurs at the beginning,
as shown by the purple dash line in S3. The maximum error could be
up to 2.58%. In contrast, the dotted line in S2 is always very close to
the baseline throughout the transient process. The computation times
of these three scenarios are relatively close. Therefore, judging by the
accuracy, here we select the size of the length step as 10000 m.



S. Wang et al. Applied Energy 377 (2025) 124563 
Fig. 5. Comparison of different time and length steps.
Table 1
Comparison of computation performance.

Method Method A Method B Method C

Computation time (s) 1264 221.9 29.82
Average relative error / 0.00095 0.0013

The selection of the time mainly depends on the required time
resolution. We also notice an unneglectable error between S1 and S4,
especially just before the concentration of hydrogen approaches the
steady-state value. Thus, in the following case studies, the time step
𝛥𝑡 is selected as 1800 s.

5.1.2. Computation performance
To demonstrate the superiority of our proposed method, we com-

pare it with other methods in this section. Our method (Method C) is to
reformulate the original problem into SOC optimization problems and
is solved with the MOSEK solver. In Method A, the optimization prob-
lem remains in its original form, and is solved by a general nonlinear
solver IPOPT. In Method B, the nonlinearities other than bilinearities
are reformulated, and the resulting bilinear optimization problem is
solved by the latest version of Gurobi using the dynamic outer approx-
imation technique [52]. The relative error and computation time are
shown in Table 1.

By averaging the results in 100 stochastic scenarios, we can find
our method takes 29.82 s to obtain the results, 42 times faster than the
IPOPT. Moreover, regarding the solutions of the nonlinear solver as the
baseline, the absolute and relative errors at different gas nodes, in terms
of nodal hydrogen injection, gas pressure, and hydrogen fraction, with
our method are shown in Fig. 4. As we can see, the mean error is only
around 0.13%. The absolute errors of nodal hydrogen injections and
gas pressures can be controlled within 0.0018 Mm3/day and 0.45 bar,
respectively, and the relative errors can be controlled within 1.1%. The
maximum relative error appears at gas node #14 where the gases are
mixed. Compared with Method B, though the error of our method is a
little higher (both methods are accurate enough within the converging
tolerance), our computation efficiency is 7.44 times higher.

5.2. Travelling of alternative gas

Secondly, our MPOEF scheme in tracking the travelling of alterna-
tive gas concentrations is investigated. It is similar to the last case,
except that the wind generating capacity recovers to 0 MW at 𝑡 = 12 h.
8 
The propagation of the hydrogen content along the critical branch,
i.e., from gas nodes #8–12 and #17–20, is presented in Fig. 6. As
we can see, the hydrogen content that is injected into gas node #8
gradually travels to distant locations along the pipeline route. The
concentration of hydrogen increases immediately to 8.43% after the
injection at 𝑡 = 1 h at gas node #8. In contrast, the concentration of
hydrogen at gas node #20 reaches its maximum value at t = 13.5 h. The
total settling time is 9 h. This indicates that considering the propagation
time of hydrogen concentration in the MPOEF is very necessary. Other-
wise, it will lead to miscalculations in the gas composition distribution
in the gas system.

Several security indices, i.e., WI and FS, at the representative gas
nodes, are further presented in Fig. 7. As we can see, these security
indices are tightly dependent on the concentration of hydrogen. For
instance, for gas nodes #8–12 and 17–20, when they reach the peak
value of hydrogen concentration, the Wobbe indices become lowest
(52.00 MJ∕m3). Although it is lower than the WI of original natural
gas, it does not violate the lower limit (50.22 MJ∕m3). In contrast, the
propagation of hydrogen content significantly impacts the FS. Many
nodes, including #8–12 and 17–20, violate the upper bound temporar-
ily after the hydrogen travels to their locations. This indicates that
during operation, it is essential to track the real-time propagation of
hydrogen concentrations to ensure gas security at the nodal level.

5.3. Demonstration of multi-period operation results

After validating our MPOEF method, it is employed for the multi-
period operation in this section. All the PTGs are available in this
section. The wind generation dispatchable capacities are set according
to the wind data from [53]. The initial and boundary conditions are
set according to the same principle in previous case studies. Three
scenarios S1-S3 are compared. In S1, the security constraints are not
considered. In S2 and S3, the security indices are limited to ±10% and
±5% of their values of original natural gas, respectively [54–56].

Observed from Fig. 8, generally in all the scenarios, the value of gas
production of PTGs coincides with the trend of wind speed. For exam-
ple, from 10:30–17:30, PTG #3 is operating at the maximum capacity
because of the higher wind speed. Comparing different scenarios, we
find that as the security limits become tighter, the hydrogen production
of PTGs decreases. Instead, they choose to convert more hydrogen into
methane, because methane has closer interchangeability compared to
natural gas. For example, the total methane production in S1 is zero,
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Fig. 6. Operating condition of IEGS: (a) PTG production; (b) travelling of the concentration of hydrogen.
Fig. 7. Security indices: (a) WI; (b) FS.
while it increases to 9.85% in S2. This number further increases to
27.72% in S3.

The travelling of hydrogen in different critical pipeline routes, as
well as the mixing process in S1, are demonstrated in Fig. 9(a)–(b).
We find that the concentrations of hydrogen at injection points are in
line with the hydrogen production of PTGs. For example, the concen-
tration of hydrogen at gas node #1 increases from zero to around 20%
immediately at 8:30, just when the hydrogen production of PTG #3
begins to increase. Then, as the hydrogen travels in the gas network,
its concentration will be diluted both by mixing with pure natural gas
(e.g., the gas source at gas node #2), or by the advection in the pipeline
(e.g. gas node #3–4). It can also be diluted by gas mixing processes. For
instance, the peak number of hydrogen concentration at gas node #4
is 10.98% at 17:30, which takes approximately 4.5 h to travel to gas
node #14. At 22:00, it is diluted by the gas mixture from #13 (with
6.74% hydrogen). Then, the hydrogen concentration of the mixture at
gas node #14 is reduced to 7.82%.

The security indices in three scenarios are compared in Fig. 9(c)–
(d). We find that with more blended hydrogen, the WI will decrease,
while the FS tends to increase. For instance, the WI at gas node #4 in
S1 is 2.25% lower than that in S3. We also find that the FS is more
9 
critical than the WI for the regulation of hydrogen injection. Even in
S1, the WI does not violate the lower limit. On the contrary, in S2 and
S3, the FS at gas node #11 reaches their upper bounds, respectively.
It validates that our MPOEF successfully keeps these indices within the
secured range, while the accommodation of green hydrogen can also
be maximized. It also validates the necessity of adding the FS as an
additional index to the traditional Dutton method, which can keep the
security of a hydrogen-blended gas system.

The variations of linepack energies in these scenarios are demon-
strated in Fig. 10. We can see that although the linepack energy varies
with the wind power and hydrogen injection, they are still maintained
within the acceptable range. For instance, in the pipeline that connects
gas nodes #4–14, as shown in Fig. 10(a), the linepack energy decreases
dramatically at 20:00 with the large volume of hydrogen injection.
However, it recovers to the normal level at the end of the operation. We
also find that with tighter security limits, the variation in the linepack
is also minor. For instance, as illustrated in Fig. 10(b), the total linepack
energy in the gas system at 24:00 in S3 is 4.07% higher than that in
S1. Since the linepack energy is critical in maintaining the robustness of
the gas network, the hydrogen injection can jeopardize that flexibility
in some sense. Therefore, apart from the security indices, we should
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Fig. 8. Gas productions of PTGs: (a) S1; (b) S2; (c) S3.
i

lso pay close attention to linepack energies when injecting hydrogen
nto the gas system.

.4. Scalability of proposed solution method

To further demonstrate the effectiveness and scalability of our
ethod, we compare the computation performance and demonstrate

he results with a larger-scale China Northwest energy system.
The Northwestern China IEGS covers supplies the power and gas

emand in Xinjiang, Qinghai, Gansu, Ningxia, and Shaanxi provinces,
hich is about 32.31% of the entire China’s land area. Compared with
elgium IEGS, the Northwestern China IEGS is a typical inland and

arge-scale energy system. The Northwest China area is the most impor-
ant natural gas production base, while also having rich endowments
or solar and wind resources. Therefore, it would be an ideal test bed
or hydrogen blending. The Northwestern China IEGS have 197 and
71 electricity and gas buses, respectively. The electricity and gas peak
emands are 109.4 MW and 65.55 Mm3∕day respectively. The detailed

data of the energy system can be found in [51].
Our original 24-bus IEEE RTS power system and 20-bus Belgium

gas system are considered as middle scale, denoted as E2 and G2,
respectively. The original electricity and gas systems are abstracted into
one node, and set as small-scale electricity system (E1) and gas system

(G1), respectively. The Northwestern China electricity and gas systems a

10 
are denoted as E3 and G3, respectively. Three test scenarios are set to
show the relationship between the scalability and system size, as shown
in Table 2. S1 uses original combinations, i.e., E2-G2; S2 and S3 uses
E1-G2 and E2-G1, respectively; S4 uses E3-G3. For illustration purposes,
in all scenarios, we use the similar assumption as in Section 5.1 that the
wind generation dispatchable capacities are zero at the beginning, and
all reach their maximum capacity after one hour.

The computation times in four scenarios are presented in Table 2.
We can find that the scale of the gas system is the main influencing
factor of computation time. As we reduce the size of the gas system,
the computation time reduces by 95.67%. Reducing the size of the
electricity system can also save the computation time. When the scale
of the energy system increases dramatically, the computation time also
increases by around 21 times. Though this increase is inneglectable, our
method still demonstrates its feasibility in large-scale systems, and the
solution time frame is acceptable during operation or policy making,
considering the complex nature of the optimization problem.

The evolution of hydrogen composition in China’s Northwest IEGS
during the operation is shown in Fig. 11. Natural gas and hydrogen gen-
erally flow from west to east. As we can see, due to the concentration
of hydrogen injection by PTGs, the east areas have higher hydrogen
fractions than the west. From 𝑡 = 0 to 𝑡 = 120 h, the hydrogen fraction
n the east increases gradually. For example, at the border of Ganxu

nd Ningxia provinces, the hydrogen fraction is 10% at t = 30, but
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Fig. 9. Gas composition and security indices: (a) hydrogen concentrations at gas nodes#1-4-16; (b) hydrogen concentrations at gas nodes #8–14; (c) WI at gas nodes #4 and 11;
(d) FS at gas nodes #4 and 11.
Fig. 10. (a) Linepack energies in the pipeline connecting gas nodes #4 and 14; (b) total linepack energies.
it increases to around 16% at t = 120. We can also observe that the
high hydrogen areas only exist in Ningxia province at the beginning,
but are expanded gradually to Ganxu and Shannxi. Nonetheless, this
process takes 120 h to stabilize in large-scale China’s energy systems,
which further highlights the necessity of considering gas composition
dynamics in hydrogen-blended energy systems.

6. Conclusions

This paper proposes an MPOEF model and a tractable solution
method for IEGS with alternative gas. The dynamics of gas composition
are characterized to reveal the travelling of hydrogen concentrations,
11 
Table 2
Computation times of different scales of energy systems.

Scenario E2-G2 E2-G1 E1-G2 E3-G3
Computation time (s) 29.82 1.29 16.11 622.1

as well as its influence on gas physical properties in real-time. Case
studies demonstrate that our solution algorithm is 97.64% faster than
general nonlinear solvers, while the deviation of accuracy is controlled
within 1.1%. The MPOEF results show the necessity of considering the
gas composition dynamics. The hydrogen content takes about 12.5 h
to travel from the injection point to the end of the pipeline route.
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Fig. 11. Evolution of hydrogen compositions in China’s Northwest IEGS: (a) t = 30 h;
(b) t = 60 h; (c) t = 90 h; (d) t = 120 h.

Inaccuracies will be caused if we neglect this considerable travelling
time. Moreover, we find that the FS is a more critical factor than other
security indices. With different security limits, the accommodation of
renewable energies, the gas production mode of PTGs, and the linepack
energies will be different. A looser security limit will lead to a lower
linepack energy, which may affect the flexibility of the gas system.

With the emerging policies and demonstration projects on hydrogen
blending for decarbonization, the current energy systems are under
12 
pivotal changes. Our method can potentially be developed and used
in practical energy systems for joint optimal dispatch and unit com-
mitment, hydrogen pipeline expansion planning, and optimal sizing
and allocation of PTGs in the hydrogen industry. We can further
extend this fundamental model to incorporate the uncertainty of re-
newable energies using risk-hedging optimization frameworks such as
distributionally robust optimization, and help the network operator to
regulate the energy system safety during continuous operation. Our
method also offers a powerful toolbox for policymakers to accurately
and quantitatively assess the impact of hydrogen blending on energy
systems, while optimizing their pathway to net zero.
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Appendix A. Discretization of PDEs of gas system dynamics

The original forms of the PDEs in (8)–(10) are:
𝐴𝑖𝑗
𝜌0

𝜕𝜌𝑖𝑗
𝜕𝑡

+
𝜕𝑄𝑖𝑗
𝜕𝑥

= 0 (A.1)

𝜕𝑝𝑖𝑗
𝜕𝑥

+
𝜌0
𝐴𝑖𝑗

𝜕𝑄𝑖𝑗
𝜕𝑡

+ 𝛩2
𝑖𝑗

1
𝜌𝑖𝑗
𝑄𝑖𝑗 |𝑄𝑖𝑗 | = 0 (A.2)

𝜕𝜙𝑖𝑗,𝑛
𝜕𝑡

+
𝜌0
𝐴𝑖𝑗

𝑄𝑖𝑗
𝜌𝑖𝑗

𝜕𝜙𝑖𝑗,𝑛
𝜕𝑥

= 0, 𝑛 ∈  (A.3)

where 𝑝𝑖𝑗 , 𝑄𝑖𝑗 , and 𝜌𝑖𝑗 are the pressure, flow rate, and density of the gas
in pipeline 𝑖𝑗, respectively; 𝜙𝑖𝑗,𝑛 is the gas composition of component
𝑛. These four variables are all functions of time 𝑡 and location 𝑥.

The discretized and averaged terms in (8)–(10) are calculated by:

𝜌𝑖𝑗,𝑠,𝑘 = (𝜌𝑖𝑗,𝑠,𝑘+1 + 𝜌𝑖𝑗,𝑠+1,𝑘+1)∕2 (A.4)

𝛥𝜌𝑡𝑖𝑗,𝑠,𝑘 = (𝜌𝑖𝑗,𝑠,𝑘+1 − 𝜌𝑖𝑗,𝑠,𝑘 + 𝜌𝑖𝑗,𝑠+1,𝑘+1 − 𝜌𝑖𝑗,𝑠+1,𝑘)∕2 (A.5)

𝛥𝑄𝑥𝑖𝑗,𝑠,𝑘 = 𝑄𝑖𝑗,𝑠+1,𝑘+1 −𝑄𝑖𝑗,𝑠,𝑘+1 (A.6)

𝛥𝑄𝑡 = (𝑄 −𝑄 +𝑄 −𝑄 )∕2 (A.7)
𝑖𝑗,𝑠,𝑘 𝑖𝑗,𝑠+1,𝑘+1 𝑖𝑗,𝑠+1,𝑘 𝑖𝑗,𝑠,𝑘+1 𝑖𝑗,𝑠,𝑘
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𝑄𝑖𝑗,𝑠,𝑘 = (𝑄𝑖𝑗,𝑠,𝑘 +𝑄𝑖𝑗,𝑠+1,𝑘 +𝑄𝑖𝑗,𝑠,𝑘+1 +𝑄𝑖𝑗,𝑠+1,𝑘+1)∕4 (A.8)

𝛥𝑝𝑥𝑖𝑗,𝑠,𝑘 = 𝑝𝑖𝑗,𝑠+1,𝑘+1 − 𝑝𝑖𝑗,𝑠,𝑘+1 (A.9)

𝛥𝜙𝑡𝑖𝑗,𝑠,𝑘,𝑛 = (𝜙𝑖𝑗,𝑠,𝑘+1,𝑛 − 𝜙𝑖𝑗,𝑠,𝑘,𝑛 + 𝜙𝑖𝑗,𝑠+1,𝑘+1,𝑛 − 𝜙𝑖𝑗,𝑠+1,𝑘,𝑛)∕2 (A.10)

𝛥𝜙𝑥𝑖𝑗,𝑠,𝑘,𝑛 = 𝜙𝑖𝑗,𝑠+1,𝑘+1,𝑛 − 𝜙𝑖𝑗,𝑠,𝑘+1,𝑛 (A.11)

where 𝑄𝑖𝑗,𝑠,𝑘 is the gas flow of segment 𝑠 at time 𝑘.

Appendix B. Derivation of SOC constraints in general form

(42) can be split into two sides as follows. Then, let them both equal
to the square of an auxiliary variable (𝑐𝑚,ℎ ≥ 0):

𝑐𝑚,ℎ
∑

ℎ∈
(𝑥𝑚,ℎ + 𝑦𝑚,ℎ)2 = 𝑐𝑚,ℎ

∑

ℎ∈
(𝑥𝑚,ℎ − 𝑦𝑚,ℎ)2 = 𝜓2

𝑚,ℎ (B.1)

Then, we can split each equation into one pair of inequalities:

𝑐𝑚,ℎ
∑

ℎ∈
(𝑥𝑚,ℎ + 𝑦𝑚,ℎ)2 ≤ 𝜓2

𝑚,ℎ (B.2)

𝑐𝑚,ℎ
∑

ℎ∈
(𝑥𝑚,ℎ + 𝑦𝑚,ℎ)2 ≥ 𝜓2

𝑚,ℎ (B.3)

𝑐𝑚,ℎ
∑

ℎ∈
(𝑥𝑚,ℎ − 𝑦𝑚,ℎ)2 ≤ 𝜓2

𝑚,ℎ (B.4)

𝑐𝑚,ℎ
∑

ℎ∈
(𝑥𝑚,ℎ − 𝑦𝑚,ℎ)2 ≥ 𝜓2

𝑚,ℎ (B.5)

where we can observe that (B.2) and (B.4) are two convex SOC con-
straints, while the rest two are still concave. Therefore, we use 1st-order
Taylor expansion to linearize them near reference points (denote the
left-hand side of (B.3) and (B.5) as 𝑓𝑚,ℎ for conciseness):

𝑓𝑚,ℎ = 𝑓 ∗
𝑚,ℎ + ∇𝑓𝑚,ℎ|𝑓𝑚,ℎ=𝑓∗𝑚,ℎ (𝑓𝑚,ℎ − 𝑓

∗
𝑚,ℎ) + 𝛿𝑚,ℎ ≥ 𝜓2

𝑚,ℎ (B.6)

where the Taylor remainder 𝛿𝑚,ℎ will be driven to zero during the
sequential programming. Then, these constraints will be equivalent to
the original inequalities (B.3) and (B.5).

It is worth-noting that the original bilinearities (42) can also be
reformulated into a more general form 𝑐𝑚,ℎ

∑

ℎ∈ (𝜅𝑥𝑚,ℎ + (𝜅)−1𝑦𝑚,ℎ)2 =
𝑐𝑚,ℎ

∑

ℎ∈ (𝜅𝑥𝑚,ℎ − (𝜅)−1𝑦𝑚,ℎ)2. Then, the coefficient 𝜅 should be chosen
appropriately according to the magnitude of 𝑥𝑚,ℎ and 𝑦𝑚,ℎ to avoid
numerical issues in the solver.

Appendix C. Specific formulations of SOC constraints of gas flow
dynamics

When applying the general SOC reformulations in the Appendix B
to specific constraints, i.e., motion and advective transport equations,
they will be reformulated into the following:

For motion equations when 𝛾𝑖𝑗 = 1:

‖

‖

‖

‖

𝛥𝑥−
1
2 (𝜌𝑖𝑗,𝑠,𝑘 + 𝛥𝑝𝑥𝑖𝑗,𝑠,𝑘),

( 𝜌0
𝐴𝑖𝑗𝛥𝑡

)
1
2 (𝜌𝑖𝑗,𝑠,𝑘 + 𝛥𝑄𝑡

𝑖𝑗,𝑠,𝑘),

2𝛩𝑖𝑗𝑄𝑖𝑗,𝑠,𝑘

‖

‖

‖

‖

≤ 𝜓𝑚𝑜
𝑖𝑗,𝑠,𝑘 (C.1)

𝛥𝑥−
1
2 (𝜌𝑖𝑗,𝑠,𝑘 − 𝛥𝑝𝑥𝑖𝑗,𝑠,𝑘),

( 𝜌0
𝐴𝑖𝑗𝛥𝑡

)
1
2 (𝜌𝑖𝑗,𝑠,𝑘 − 𝛥𝑄𝑡

𝑖𝑗,𝑠,𝑘)
‖

‖

‖

‖

≤ 𝜓𝑚𝑜
𝑖𝑗,𝑠,𝑘 (C.2)

(𝜓𝑚𝑜
𝑖𝑗,𝑠,𝑘)

2 ≤ 𝛥𝑥−1
(

(𝜌∗𝑖𝑗,𝑠,𝑘 + 𝛥𝑝
𝑥∗
𝑖𝑗,𝑠,𝑘)

2 + 2(𝜌∗𝑖𝑗,𝑠,𝑘 + 𝛥𝑝
𝑥∗
𝑖𝑗,𝑠,𝑘)(𝜌𝑖𝑗,𝑠,𝑘 − 𝜌

∗
𝑖𝑗,𝑠,𝑘

+𝛥𝑝𝑥𝑖𝑗,𝑠,𝑘 − 𝛥𝑝
𝑥∗
𝑖𝑗,𝑠,𝑘)

)

+(
𝜌0
𝐴𝑖𝑗𝛥𝑡

)−1
(

(𝜌∗𝑖𝑗,𝑠,𝑘 + 𝛥𝑄
𝑡∗
𝑖𝑗,𝑠,𝑘)

2 + 2(𝜌∗𝑖𝑗,𝑠,𝑘 + 𝛥𝑄
𝑡∗
𝑖𝑗,𝑠,𝑘)

(𝜌𝑖𝑗,𝑠,𝑘 − 𝜌
∗
𝑖𝑗,𝑠,𝑘 + 𝛥𝑄

𝑡
𝑖𝑗,𝑠,𝑘 − 𝛥𝑄

𝑡,∗
𝑖𝑗,𝑠,𝑘)

)

+4𝛩2
𝑖𝑗

(

(𝑄
∗
𝑖𝑗,𝑠,𝑘)

2 + 2𝑄
∗
𝑖𝑗,𝑠,𝑘

(𝑄𝑖𝑗,𝑠,𝑘 −𝑄
∗
𝑖𝑗,𝑠,𝑘)

)

+𝛿𝑚𝑜𝑖𝑗,𝑠,𝑘 (C.3)

𝜓𝑚𝑜
𝑖𝑗,𝑠,𝑘)

2 ≤ 𝛥𝑥−1
(

(𝜌∗𝑖𝑗,𝑠,𝑘 − 𝛥𝑝
𝑥∗
𝑖𝑗,𝑠,𝑘)

2 + 2(𝜌∗𝑖𝑗,𝑠,𝑘 − 𝛥𝑝
𝑥∗
𝑖𝑗,𝑠,𝑘)(𝜌𝑖𝑗,𝑠,𝑘 − 𝜌

∗
𝑖𝑗,𝑠,𝑘

−𝛥𝑝𝑥𝑖𝑗,𝑠,𝑘 + 𝛥𝑝
𝑥∗
𝑖𝑗,𝑠,𝑘)

)

+(
𝜌0 )−1

(

(𝜌∗𝑖𝑗,𝑠,𝑘 − 𝛥𝑄
𝑡∗
𝑖𝑗,𝑠,𝑘)

2 + 2(𝜌∗𝑖𝑗,𝑠,𝑘 − 𝛥𝑄
𝑡∗
𝑖𝑗,𝑠,𝑘)
𝐴𝑖𝑗𝛥𝑡
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(𝜌𝑖𝑗,𝑠,𝑘 − 𝜌
∗
𝑖𝑗,𝑠,𝑘 − 𝛥𝑄

𝑡
𝑖𝑗,𝑠,𝑘 + 𝛥𝑄

𝑡,∗
𝑖𝑗,𝑠,𝑘)

)

+𝛿𝑚𝑜𝑖𝑗,𝑠,𝑘 (C.4)

Above is the pair of SOC constraints for motion equations when 𝛾𝑖𝑗 = 1.
If 𝛾𝑖𝑗 = −1, similar SOC constraints can also be derived.

For advective transport equations:

‖

‖

‖

‖

(𝜌0𝛥𝑡)
− 1

2 (𝛥𝜙𝑡𝑖𝑗,𝑠,𝑘,𝑛 + 𝜌𝑖𝑗,𝑠,𝑘),

(𝐴𝑖𝑗𝛥𝑥)
− 1

2 (𝛥𝜙𝑥𝑖𝑗,𝑠,𝑘,𝑛 +𝑄𝑖𝑗,𝑠,𝑘,𝑛)

‖

‖

‖

‖

≤ 𝜓𝑎𝑡𝑖𝑗,𝑠,𝑘 (C.5)

(𝜌0𝛥𝑡)
− 1

2 (𝛥𝜙𝑡𝑖𝑗,𝑠,𝑘,𝑛 − 𝜌𝑖𝑗,𝑠,𝑘),

(𝐴𝑖𝑗𝛥𝑥)
− 1

2 (𝛥𝜙𝑥𝑖𝑗,𝑠,𝑘,𝑛 −𝑄𝑖𝑗,𝑠,𝑘)

‖

‖

‖

‖

≤ 𝜓𝑎𝑡𝑖𝑗,𝑠,𝑘,𝑛 (C.6)

𝜓𝑎𝑡𝑖𝑗,𝑠,𝑘,𝑛)
2 ≤ 𝐴𝑖𝑗𝛥𝑥

(

(𝛥𝜙𝑡∗𝑖𝑗,𝑠,𝑘,𝑛 + 𝜌
∗
𝑖𝑗,𝑠,𝑘)

2 + 2(𝜙𝑡∗𝑖𝑗,𝑠,𝑘,𝑛 + 𝜌
∗
𝑖𝑗,𝑠,𝑘)

× (𝜙𝑡𝑖𝑗,𝑠,𝑘,𝑛 − 𝜙
𝑡∗
𝑖𝑗,𝑠,𝑘,𝑛

𝜌𝑖𝑗,𝑠,𝑘 − 𝜌
∗
𝑖𝑗,𝑠,𝑘)

)

+𝛥𝑡𝜌0

(

(𝛥𝜙𝑥∗𝑖𝑗,𝑠,𝑘,𝑛 +𝑄
∗
𝑖𝑗,𝑠,𝑘)

2 + 2(𝜙𝑥∗𝑖𝑗,𝑠,𝑘,𝑛 +𝑄
∗
𝑖𝑗,𝑠,𝑘)

𝜙𝑥𝑖𝑗,𝑠,𝑘,𝑛 − 𝜙
𝑥∗
𝑖𝑗,𝑠,𝑘,𝑛 +𝑄𝑖𝑗,𝑠,𝑘 −𝑄

∗
𝑖𝑗,𝑠,𝑘)

)

+𝛿𝑎𝑡𝑖𝑗,𝑠,𝑘,𝑛 (C.7)

(𝜓𝑎𝑡𝑖𝑗,𝑠,𝑘,𝑛)
2 ≤ 𝐴𝑖𝑗𝛥𝑥

(

(𝛥𝜙𝑡∗𝑖𝑗,𝑠,𝑘,𝑛 − 𝜌
∗
𝑖𝑗,𝑠,𝑘)

2 + 2(𝜙𝑡∗𝑖𝑗,𝑠,𝑘,𝑛 − 𝜌
∗
𝑖𝑗,𝑠,𝑘)

× (𝜙𝑡𝑖𝑗,𝑠,𝑘,𝑛 − 𝜙
𝑡∗
𝑖𝑗,𝑠,𝑘,𝑛

𝜌𝑖𝑗,𝑠,𝑘 + 𝜌
∗
𝑖𝑗,𝑠,𝑘)

)

+𝛥𝑡𝜌0

(

(𝛥𝜙𝑥∗𝑖𝑗,𝑠,𝑘,𝑛 −𝑄
∗
𝑖𝑗,𝑠,𝑘)

2 + 2(𝜙𝑥∗𝑖𝑗,𝑠,𝑘,𝑛 −𝑄
∗
𝑖𝑗,𝑠,𝑘)

𝜙𝑥𝑖𝑗,𝑠,𝑘,𝑛 − 𝜙
𝑥∗
𝑖𝑗,𝑠,𝑘,𝑛 −𝑄𝑖𝑗,𝑠,𝑘 +𝑄

∗
𝑖𝑗,𝑠,𝑘)

)

+𝛿𝑎𝑡𝑖𝑗,𝑠,𝑘,𝑛 (C.8)

𝛿𝑚𝑜𝑖𝑗,𝑠,𝑘, 𝛿
𝑎𝑡
𝑖𝑗,𝑠,𝑘,𝑛 ≥ 0 (C.9)

where 𝛿𝑚𝑜𝑖𝑗,𝑠,𝑘 and 𝛿𝑎𝑡𝑖𝑗,𝑠,𝑘 are the slack variables for the Taylor remainders
of motion and the advective transport equations, respectively.
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